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DEVICE MANAGEMENT METHOD, SERVER
AND SYSTEM AND MOBILE EQUIPMENT

CROSS-REFERENCE TO RELATED
APPLICATION(S) AND CLAIM OF PRIORITY

The present application is related to and claims priority
under 35 U.S.C. §119(a) to a Indian Patent Application filed
in the Indian Patent Office on Jul. 6, 2012 and assigned Serial
No. 2746/CHE/2012, the contents of which is incorporated
herein by reference.

TECHNICAL FIELD

The present disclosure relates to a device management
method and apparatus, and more particularly to a device
management method and apparatus using an open mobile
alliance (OMA) device management (DM) protocol.

BACKGROUND

Mobile equipment (ME) is popular with everybody irre-
spective of any socioeconomic background. Today the mobile
equipment does not merely serve communication purpose but
with advanced processors and better memory management is
becoming a pocket-able private information database which
contains various user data and enterprise related data. The ME
can contain confidential information and organizational
secrets.

During some accidental data deletion, software or hard-
ware malfunction results in loss of data which is an unfavor-
able situation for the user. Moreover, if the ME is lost or
stolen, there is a risk of data being compromised either mali-
ciously or by accident. In such situations recovering lost data
as well as locking ME is critical. The user of ME expects data
recovery and device locking to be done as fastas possible. The
user may intend to recover the data by contacting the service
provider of the ME and the service provider will recover the
data from the ME. Also, if the user intends to lock the lost ME,
the user will contact the service provider to lock the ME.
Moreover remote ME locking function can be accomplished
by a service provider, only for those ME’s which are regis-
tered with that particular service provider.

OMA is the leading industry forum for developing market-
driven, interoperable mobile service enablers. Open Mobile
Alliance Device Management (OMA DM) is a device man-
agement specification. By conforming to OMA DM, users,
wireless operators, service providers, and corporate informa-
tion management departments can eliminate the complication
of various proprietary protocols. Device management per-
tains to configurations, provisioning client applications, and
detecting problems of remote devices from servers. The ser-
vice provider has the DM servers to recover and lock the ME
if the ME was stolen or lost.

Due to above mentioned reasons, the existing system fails
to recover data or lock the ME which is registered with a
different service provider. There is a need for a system which
can remotely recover data and lock ME irrespective of the
service provider to which the ME is attached.

SUMMARY

To address the above-discussed deficiencies of the prior art,
it is a primary object to is to provide a method and system to
manage an ME registered with a different service provider.

10

15

20

25

30

35

40

45

50

55

60

65

2

Another object of the disclosure is to provide a method and
system for a service provider to recover data from the ME
registered with a different service provider.

Another object of the disclosure is to provide a method and
system for a service provider to remotely lock the ME regis-
tered with a different service provider.

According to an aspect of the disclosure, there is provided
a method for a Device Management (DM) server to manage a
device by using an Open Mobile Alliance (OMA) Device
Management (DM) protocol, the method comprising: broad-
casting a query command on an Mobile Equipment (ME),
which is not identified in a first list including identification
details of at least one ME connected to a communication
network where the DM server is included, to at least one other
DM server present in at least one other communication net-
work, based on a second list of addresses of the at least one
other DM server; and performing at least one action on the
identified ME through the other DM server having identified
the ME, when one of the at least one other DM server iden-
tifies the ME.

According to another aspect of the disclosure, there is
provided a Device management (DM) server for managing a
device by using an Open Mobile Alliance (OMA) Device
management (DM) protocol, the DM server comprising: a
memory configured to store a first list including identification
details of at least one ME (Mobile Equipment) connected to a
communication network where the DM server is included,
and store a second list of addresses of the at least one other
DM server present in at least one other communication net-
work; and a processing unit configured to broadcast a query
command on an ME, which is not identified in the first list, to
the at least one other DM server, based on the second list, and
performs at least one action on the ME through the other DM
server having identified the ME, when one of the at least one
other DM server identifies the ME.

According to yet another aspect of the disclosure, there is
provided a system for managing a device by using an Open
Mobile Alliance (OMA) Device Management (DM) proto-
col, the system comprising: at least one DM server that is
included in one communication network, is connected to at
least one other DM server present in at least one other com-
munication network, includes a first list including identifica-
tion details of at least one Mobile Equipment (ME) connected
to the communication network, includes a second list of
addresses of the at least one other DM server, broadcasts a
query command on an ME, which is not identified in the first
list, to the at least one other DM server, based on the second
list, and performs at least one action on the ME through the
other DM server having identified the ME, when one of the at
least one other DM server identifies the ME.

According to still yet another aspect of the disclosure, there
is provided an ME (Mobile Equipment) in a communication
network, the ME comprising: a memory configured to store
data; and a processing unit configured to invoke a data recov-
ery management object (DRMO) upon receiving data recov-
ery commands from a DM server; process the commands
sequentially; and invoke an upload agent to retrieve data and
to transfers the data to the DM server.

These and other aspects of the embodiments herein will be
better appreciated and understood when considered in con-
junction with the following description and the accompany-
ing drawings. It should be understood, however, that the fol-
lowing descriptions, while indicating preferred embodiments
and numerous specific details thereof, are given by way of
illustration and not of limitation. Many changes and modifi-
cations may be made within the scope of the embodiments
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herein without departing from the spirit thereof, and the
embodiments herein include all such modifications.

Before undertaking the DETAILED DESCRIPTION
below, it may be advantageous to set forth definitions of
certain words and phrases used throughout this patent docu-
ment: the terms “include” and “comprise,” as well as deriva-
tives thereof, mean inclusion without limitation; the term
“or,” is inclusive, meaning and/or; the phrases “associated
with” and “associated therewith,” as well as derivatives
thereof, may mean to include, be included within, intercon-
nect with, contain, be contained within, connect to or with,
couple to or with, be communicable with, cooperate with,
interleave, juxtapose, be proximate to, be bound to or with,
have, have a property of, or the like; and the term “controller”
means any device, system or part thereof that controls at least
one operation, such a device may be implemented in hard-
ware, firmware or software, or some combination of at least
two of the same. It should be noted that the functionality
associated with any particular controller may be centralized
or distributed, whether locally or remotely. Definitions for
certain words and phrases are provided throughout this patent
document, those of ordinary skill in the art should understand
that in many, if not most instances, such definitions apply to
prior, as well as future uses of such defined words and
phrases.

BRIEF DESCRIPTION OF THE DRAWINGS

For a more complete understanding of the present disclo-
sure and its advantages, reference is now made to the follow-
ing description taken in conjunction with the accompanying
drawings, in which like reference numerals represent like
parts:

FIG. 1 illustrates a unified DM server network system
according to embodiments as disclosed herein;

FIG. 2 illustrates a process of new DM server registration
to the unified DM server network system, according to
embodiments as disclosed herein;

FIG. 3 illustrates a sequence diagram to identify ME with
IMEIx connected with a DM server in a unified DM server
network system, according to embodiments as disclosed
herein;

FIG. 4 illustrates a Data Recovery Management Object
(DRMO) DM tree according to embodiments as disclosed
herein;

FIG. 5 illustrates DRMO device description framework
(DDF) according to embodiments as disclosed herein;

FIG. 6 illustrates an architectural diagram for data recovery
using unified DM server network system according to
embodiments as disclosed herein;

FIG. 7 illustrates a sequence diagram to remotely lock the
ME with IMEIx according to embodiments as disclosed
herein;

FIG. 8 illustrates a sequence diagram to recover data and
lock the ME with IMEIx according to embodiments as dis-
closed herein; and

FIG. 9 illustrates a computing environment of the DM
server which may be used in implementing various embodi-
ments of the present disclosure.

FIG. 10 illustrates a computing environment of the ME
which may be used in implementing various embodiments of
the present disclosure.

DETAILED DESCRIPTION

FIGS. 1 through 10, discussed below, and the various
embodiments used to describe the principles of the present
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disclosure in this patent document are by way of illustration
only and should not be construed in any way to limit the scope
of the disclosure. Those skilled in the art will understand that
the principles of the present disclosure may be implemented
in any suitably arranged system or device. The embodiments
herein and the various features and advantageous details
thereof are explained more fully with reference to the non-
limiting embodiments that are illustrated in the accompany-
ing drawings and detailed in the following description.
Descriptions of well-known components and processing
techniques are omitted so as to not unnecessarily obscure the
embodiments herein. The examples used herein are intended
merely to facilitate an understanding of ways in which the
embodiments herein can be practiced and to further enable
those of skill in the art to practice the embodiments herein.
Accordingly, the examples should not be construed as limit-
ing the scope of the embodiments herein.

The embodiments herein make it possible to remotely
manage the ME irrespective of the service provider to which
the ME is registered. The embodiments propose a unified DM
server network system where DM servers of all the service
providers are inter-connected to enable intercommunication.
Thus, the embodiments identify to which service provider the
ME is connected and then any service provider can remotely
manage the ME to recover data or to lock the ME upon
receiving request from the user.

In an embodiment, the method and system described is
based on OMA DM v1.2 protocol and OMA DM version 1.2
which is compatible with both Global System for Mobile
communication (GSM) and Code Division Multiple Access
(CDMA) networks, and is backward compatible with the
OMA DM version 1.1.2 server.

Referring now to the drawings, and more particularly to
FIGS. 1 through 10, where similar reference characters
denote corresponding features consistently throughout the
figures, there are shown preferred embodiments.

FIG. 1 illustrates a unified DM server network system,
according to embodiments as disclosed herein. As depicted in
the FIG. 1, the intercommunication between DM servers of
communication networks of different service providers
enables interoperable DM servers. A Unified DM server net-
work system can have any number of DM servers which
together behave as a single functional entity. The unified DM
server network system comprises a DM server 101, a DM
server 102, a DM server 103 and a DM server 104 which
intercommunicate with each other by exchanging a set of
messages securely over a standard transport protocol for
inter-DM server communication. The standardization body
for unified DM server network system can decide the secure
transport protocol to be used for inter-DM server communi-
cations. In an embodiment, the standardization body can be
OMA which decides the secure communication to be Hyper-
text Transfer Protocol Secure (HTTPS) or Secure Sockets
Layer (SSL) for communication between DM servers.

Each of the DM servers in the unified DM server network
system maintains a list of identification details for each ME
registered therewith. In an embodiment of the disclosure, the
list of identification details of each ME may be a list of
International Mobile Equipment (IMEI) and International
Mobile Subscriber Identity (IMSI) pair or one of IMEI and
IMSI. Each DM server also maintains a list of addresses of all
other DM servers operating in unified DM server network
system. In an embodiment, the list of addresses can be IP
(Internet Protocol) address or host name or URL (Uniform
Resource Locator). This enables each DM server to obtain the
information about inter-connected DM servers and commu-
nicate with all other DM servers in the unified DM server
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network system. This enables any service provider in the
unified DM server network to identify a particular ME regis-
tered with any service provider and remotely manage this
ME.

FIG. 2 illustrates the process of new DM server registration
to the unified DM server network system, according to
embodiments as disclosed herein. As depicted in the FIG. 2, a
new DM server installed in the unified DM server network
system requests (201) certification for registration in unified
DM server network system to the OMA. OMA verifies the
request to certify (202) the new DM server before being
deployed in network. A list of existing DM servers in unified
DM server network system can be obtained by the new DM
server from the OMA. OMA maintains the list of addresses of
all DM servers in the unified DM server network system.
OMA sends (203) addresses of all DM servers to new DM
server. Upon receiving the addresses of all DM servers the
new DM server handshakes (204) or authenticates with all
other DM servers and is deployed into unified DM server
network. This authentication between new DM server and
other existing DM servers in the network is accomplished by
new DM server broadcasting a hello and ACK commands to
all DM servers with help of address list the new DM server
received from OMA, thereafter other DM servers respond to
this hello with an acknowledgement. The new DM server
shares the DM server’s identification details such as host
name or [P address and becomes a part of unified DM server
network system. The new DM server can intercommunicate
with all other DM servers in unified DM server network
system and offer interoperable DM services. After registra-
tion, the new DM server can perform interoperable DM
operations. In order to start the interoperable DM operations,
a DM server may first identify the other service provider DM
server to which a ME is subscribed or registered. The various
actions in FIG. 2 may be performed in the order presented, in
a different order or simultaneously. Further, in some embodi-
ments, some actions listed in FIG. 2 may be omitted.

FIG. 3 illustrates a sequence diagram to identify ME with
IMEIx connected with a DM server in a unified DM server
network system, according to embodiments as disclosed
herein. As used herein, the IMEIx represents, for example, an
IMEI that any ME has. As depicted in the FIG. 3, the unified
DM server network system comprises of DM server 101, DM
server 102, DM server 103 and DM server 104 of different
service providers. These DM servers communicate with each
other to identify a ME with IMEIx, in the network. Service
provider receives a request from a user to identify the stolen
ME. Then the service provider requests the service provider’s
DM server 101 to identify the user’s lost ME having IMEIx.
DM Server 101 performs a search to identify the DM serverto
which a ME with IMEIx is currently registered. DM Server
101 initially performs a search for IMEIx in the DM Server’s
101 own list of [IMEI, IMSI] pairs to check whether the
IMEIx is registered with it. If a match is found, the ME is
identified to be attached to DM Server 101 itself. If there is no
match found within DM Server’s 101 own list, DM Server
101 broadcasts (301) a query command (QUERY: IMEIx) to
all the DM servers in DM Server’s 101 list.

DM server 102, DM server 103 and DM server 104 who
receive this query command (QUERY: IMFEIx) from DM
server 101 search for IMEIX in their list of [IMEI, IMSI]
pairs. Ifany DM server finds a match that DM server responds
to DM server 101 with an acknowledgement. In an embodi-
ment, a user loses his ME and complains to his service pro-
vider. But the Subscriber Identity Module (SIM) initially in
the ME is replaced with some other SIM of a different service
provider. In this exemplary embodiment, the service provider
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providing services to the initial SIM may not be able to
manage the ME since the SIM has been replaced with another
SIM of a different service provider. In an example herein, the
lost ME is currently registered to DM server 102. DM server
102, DM server 103 and DM server 104 search for the IMEIx
in their respective list. DM sever 103, DM server 104 do not
find a match but DM server 102 identifies ME with IMEIx in
DM server’s 102 list and intimates (302) DM server 101 by
sending a message to DM server 101. DM server 101 requests
(303) mutual authentication to DM server 102. DM server
102 responds (304) to the authentication received from DM
server 101. In an embodiment, the authentication process can
be performed by handshaking between the DM server 101
and 102 to make sure that DM server 102 is a trusted entity
which is already registered in Unified DM server network
system.

Thus the unified DM server network system facilitates in
identifying ME with IMEIx which is currently connected to a
different service provider’s DM server.

FIG. 4 illustrates a Data Recovery Management Object
(DRMO) DM tree, according to embodiments as disclosed
herein. DRMO allows mobile service providers to remotely
recover data from a ME, over OMA DM protocol. Referring
to FIG. 4, the DRMO DM tree has Data recovery node 400 as
root node with the leaf nodes All 401, Documents 402, Media
403, Personal information Manager (PIM) 404 and Extension
(EXT) 405. The leaf nodes of DRMO DM tree are supported
only with Exec DM command. The parameters or the nodes
defined in the DM tree cannot be manipulated by the client or
the server, but can be queried and set by the DM servers using
OMA DM commands. The DM tree structure enables to
choose or specify the information to be recovered from the
ME. DRMO provides various commands which include root
node data recovery 400 along with other leaf nodes to recover
the desired data from the ME.

Ifuser chooses to recover all possible information from his
ME, then following LocURI can be used in Exec DM com-
mand.

./DataRecovery/All:

Intheroot node this All 401 leaf node specifies that the data
represented by all leaf nodes and their sub nodes such as
documents 402, media 403 (picture, video, audio files), PIM
404 (Short Message Service (SMS), Enhanced Message Ser-
vice (EMS), Multi-media Message Service (MMS), Email)
should be recovered.

Other LocURI which can be used for respective data recov-
ery function are given below.

./DataRecovery/Documents:

In the root node, this node specifies that all documents
present in ME’s local and external storage should be recov-
ered.

./DataRecovery/Media/Pictures:

This node specifies that all pictures present in ME’s local
and external storage should be recovered. To recover only
specific information of picture files defined in sub leaf node of
leaf node media 403, this LocURI should be executed.

./DataRecovery/Media/Audio:

This node specifies that all audio files presentin ME’s local
and external storage should be recovered.

./DataRecovery/Media/Video:

This node specifies that all video files presentin ME’s local
and external storage should be recovered.

./DataRecovery/PIM/Contacts:

This node specifies that all the PIM and phonebook con-
tacts present in the ME should be recovered. The leaf node
PIM 404 refers to PIM of user and helps to recover informa-
tion related to SMS, EMS, MMS, and Email as defined in the
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DM tree. If a contact sub leaf node for DM tree was defined
under PIM 404 then this LocURI can be used in Exec DM
command to recover contact details in phonebook and SIM
card.

/DataRecovery/PIM/Appointments:

This node specifies that all the calendar events, appoint-
ments and reminders present in the ME should be recovered.

/DataRecovery/PIM/Messages/SMS:

This node specifies that all the SMS messages present in
the ME should be recovered.

/DataRecovery/PIM/Messages/MMS:

This node specifies that all the multimedia messages
(MMS) present in the ME should be recovered.

/DataRecovery/PIM/Messages/EMS:

This node specifies that all the enhanced messages (EMS)
present in the ME should be recovered.

/DataRecovery/PIM/Messages/Email:

This node specifies that all the email messages present in
the ME will be recovered.

/DataRecovery/Ext

This is an interior node provided for Original Equipment
manufacturer (OEM) and service providers to add multiple
other data recovery settings as leaf nodes, thereby providing
extensible DRMO.

In an embodiment, if the user wishes to recover only the
audio content for his ME. Then the following DM command
may be executed.

<Exec>
<CmdID>1</CmdID>
<Item>
<Target>
<LocURI>./DataRecovery/Media/Audio</LocURI>
</Target>
</Item>
</Exec>

FIG. 5 illustrates DRMO device description framework
(DDF), according to embodiments as disclosed herein. A
DDF is adopted by the DM server for remote data recovery,
over OMA DM protocol.

In an embodiment, the DRMO is not strictly coupled with
the Unified DM server network system, instead once stan-
dardized; the DRMO can be even used by Non-Unified DM
servers also.

FIG. 6 illustrates an architectural diagram for data recovery
using unified DM server network system, according to
embodiments as disclosed herein. The unified DM server
network system is a collaborated network of multiple OMA
DM servers. The FIG. 6 depicts data recovery mechanism
modules in an ME along with intercommunication among
these modules, as well as communication between the ME
and DM server to which ME is registered.

For example, a user’s ME was stolen. Then the user of the
ME with IMEIx requests his service provider to recover data
from his stolen ME. The DM server of service provider is a
part of network of the unified DM server network system.
Upon receiving the user request the DM server broadcast a
command with IMEL to all the DM servers in the unified DM
server network system. Then the OMA DM server 600 iden-
tifies that the lost ME is registered with itself. Then the OMA
DM server 600 starts a data recovery operation from ME with
IMEL,. OMA DM server 600 then pushes the DM notification
message over Wireless Application Protocol (WAP) Push
SMS where WAP is a standard protocol to access information
over mobile wireless network.
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The DM notification message includes the OMA DM
server 600 identification (server ID) and intimates ME with
IMEIXx to initiate a DM session with the OMA DM server 600.
It ME with IMEIx does not currently have data connectivity
with OMA DM server 600, then OMA DM server 600 enables
data connectivity in ME to perform data recovery.

The push client 601 (according to an OMA DM standard)
in the ME receives the DM Notification and passes the DM
Notification to the OMA DM client 602 module in ME, which
performs remote device management over OMA DM proto-
col and authenticates the OMA DM server 600 for further
communication.

The OMA DM client 602 in the ME initiates a DM session
by sending the device identity information with DevInfo MO.
The OMA DM server 600 in response sends the Data Recov-
ery command using DRMO to the ME. Then the OMA DM
client 602 invokes the Data Recovery Management Object
(DRMO) 603 in the ME, to perform the data recovery opera-
tion.

The DRMO 603 processes the DM commands one by one
to identify the data to be recovered and invokes the upload
agent 604 with the URL of OMA DM sever 600, for trans-
portation of data to the OMA DM server 600.

Upload agent 604 in the ME performs data transportation
function from the ME’s storage module 605 to the OMA DM
server over Hypertext Transfer Protocol (HTTP). Upload
agent 604 retrieves the data according to processed com-
mands of DRMO 603 from the ME’s storage module 605 with
local storage. In an embodiment upload agent 604 canretrieve
data from ME’s external storage.

All the data retrieved from the ME by the upload agent 604
is transferred securely over a protocol. In an embodiment data
is transferred via HTTPS protocol to the OMA DM server
600. After completion of data transfer to OMA DM server
600, the upload agent 604 updates the completion status to the
DRMO 603 which further sends the data recovery operation
status to OMA DM client 602. The OMA DM client 602
sends the final status code in a new DM session to the OMA
DM server 600 and closes the DM session.

If data connectivity was explicitly enabled during start of
the recovery operation, then OMA DM server will disable the
data connectivity and then close the DM session. OMA DM
server 600 shares the recovered data from the ME with the
DM server that initiated request.

FIG. 7 illustrates a sequence diagram to remotely lock the
ME with IMEIx, according to embodiments as disclosed
herein. As depicted in the FIG. 7, the DM server 101 remotely
locks ME 700 with IMEIx which is currently registered with
a different service provider having DM server 102 in the
unified DM server network system.

The remote lock request can be requested by a user (e.g., an
owner of stolen or misplaced ME) of ME 700 to the registered
service provider. In an example here the DM server 101
receives a request to lock ME 700. The DM server 101 upon
receiving remote lock request from the user searches for ME
with IMEIx in DM Server’s 101 own list of IMEI, IMSI pairs.
If an IMEIx match is found the DM server 101 will remotely
lock the ME by sending a lock command using LAWMO
(Lock and Wipe Management Object) command. LAWMO
allows deactivation of the device over the network, giving
operators an effective way to protect user and enterprise
related data. Specific capabilities of the LAWMO include
locking and unlocking the device, wiping the device data and
remote factory reset.

Ifno IMEL, match is found then DM server 101 broadcasts
(701) a query command (QUERY: IMEIx) to all the DM
servers in the unified DM server network system. Then the
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DM server 102 upon receiving the command from DM server
101 performs a search in the list of ME’s registered with the
DM server 102. After performing the search, the DM server
102 identifies that the ME with IMEL is currently connected
withthe DM server 102 and intimates (702) DM server 101 by
sending a message to DM server 101. The DM server 101 then
requests (703) mutual authentication to DM server 102 and
DM server 102 sends (704) authentication response to the
DM server 101. DM server 101 issues (705) a lock command
(LOCK IMEL) to DM sever 102 requesting to lock the ME
with IMEI . DM sever 102 remotely locks (706) the ME 700
by sending a lock command using LAWMO to the ME 700.
With this lock command the ME 700 with IMEI, gets locked
and then ME 700 sends (707) lock completed status to the DM
server 102. Therefore, the ME with IMEI, is locked and
unauthorized usage is prevented.

Remote locking is an Over the Air (OTA) feature to lock an
ME over OMA Client Provisioning (OMA CP) or OMA
device management (OMA DM) protocol. The OMA CP
protocol covers WAP provisioning with minimal user inter-
action, typically over-the-air or via SIM Card. OMA DM
specification is designed for management of small mobile
devices such as mobile phones, Personal Digital Assistants
(PDAs) and palm top computers. The device management is
intended to support the following typical uses such as provi-
sioning, configuration of mobile device, software upgrades
for applications and system software, fault management.

Currently, a service provider can remotely lock only those
MEs which are attached to the service provider whereas uni-
fied DM server network system enables advanced remote
locking, where a service provider can lock a ME, connected
with any other service provider.

FIG. 8 illustrates a sequence diagram to recover data and
lock the ME with IMEI, according to embodiments as dis-
closed herein. FIG. 8 depicts the sequence of unified DM
server network system with remote data recovery and remote
locking of a ME. For example, a user of ME 700 with IMEL,
requests his or her service provider with DM server 101 to
recover data and secure his or her confidential details from his
lost ME 700 and then lock the ME 700 to prevent any unau-
thorized usage.

Upon receiving the request from the user of ME 700, DM
server 101 performs a search in DM Server’s 101 own list of
registered IMEL IMSI pairs. If DM server 101 does not find
any match for ME, 700 with IMEIL then DM server 101
broadcasts (801) a query command (QUERY: IMEIx) to all
the DM servers in the unified DM server network system.
Upon receiving the query command from the DM server 101,
the DM server 102 performs a search to find whether the ME
700 with IMEL, is connected with the DM server 102. When
DM server 102 finds that ME 700 with IMEL is in DM
Server’s 102 own list of IMEI, IMSI pair. DM server 102
sends (802) a response to the DM server 101. The DM server
101 then requests (803) mutual authentication to DM server
102. Onreceiving the authentication the DM server 102 sends
(804) authentication responses to the DM server 101. Then
the DM server 101 sends (805) recover data command (DA-
TARECOVER: IMEIx) to DM server 102. Upon receiving
the recover data command, DM server 102 checks (806) the
data connectivity status of ME 700. The ME 700 sends (807)
the data connectivity status of the ME 700 to DM server 102.
If data connectivity is not enabled, DM server 102 enables
(808) data connectivity over the air using OMA CP. In an
embodiment, the data connectivity may be enabled over Gen-
eral Packet Radio Service (GPRS) or High Speed Packet
Access (HSPA) using OMA CP protocol.
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GPRS is a packet-switching technology that enables data
transfers through cellular networks. GPRS is used for mobile
internet, MMS and other data communications. HSPA is an
amalgamation of two mobile telephony protocols, High
Speed Downlink Packet Access (HSDPA) and High Speed
Uplink Packet Access (HSUPA) that extends and improves
the performance of existing third generation (3G) mobile
telecommunication networks utilizing the Wideband Code
Division Multiple Access (WCDMA) protocols.

Upon enabling the data connectivity in the ME 700, DM
server 102 starts (809) a DM session with ME 700 using DM
notification over SMS. ME 700 authenticates DM server 102
and establishes (810) a DM session. DM server 102 then
sends a series of DM commands to the ME with IMEI,_ for
data recovery.

In an embodiment, the DM server 102 sends a command to
recover (811) all data (/DRMO/DataRecovery/All) to ME
700. Inresponse ME 700 sends (812) URL for document (http
POST <Server URL>:docs), sends (813) URL for media files
(http POST <Server URL>:media files), and sends (814)
URL (http POST <Server URL>:PIM) for PIM to the DM
server 102.

Further, ME 700 sends (815) data recovery operation suc-
cess status to DM server 102. Upon receiving the success
status from the ME 700, the DM server 102 disables (816) the
data connectivity in ME 700 using OMA CP message, if the
DM server 102 had explicitly enabled (808) the data connec-
tivity at the start of data recovery operation and sends (817)
session close indication to the ME 700. DM sever 101 then
receives (818) the recovered data from DM server 102, which
sends the URL of'the location where the data recovered from
ME 700 is stored. In an embodiment DM server 102 can
directly transfer data contents to DM server 101. DM sever
102 then sends (819) acknowledgement to DM server 101 on
completion of data recovery operation from ME 700. After
receiving all the data from ME 700, DM server 101 sends
(820)lock command (LOCK: IMEL ) to DM server 102. Then
the DM server 102 sends (821) an advanced remote lock
command, LAWMO to remotely lock the ME 700. The ME is
locked and becomes unusable. The ME 700 finally sends
(822) a lock complete status to the DM server 102. Thus both
the data recovery and locking operation is completed.

FIG. 9 illustrates a computing environment 900 of the DM
server, according to embodiments disclosed herein. The com-
puting environment 900 illustrates one exemplary embodi-
ment ofthe DM server 101,102,103, and 104. As depicted the
computing environment 900 comprises at least one process-
ing unit 902 that is equipped with a control unit 904 and an
Arithmetic Logic Unit (ALU) 906, a memory 908 that is
equipped with a memory unit 910 and a storage unit 912,
plurality of networking, units 914, and a plurality Input output
(I/0) units 916. The processing unit 902 is responsible for
processing the instructions of the algorithm. The processing
unit 902 receives commands from the control unit 904 in
order to perform processing. Further, any logical and arith-
metic operations involved in the execution of the instructions
are computed with the help of the ALU 906.

The overall computing environment 900 can be composed
of multiple homogeneous and/or heterogeneous cores, mul-
tiple Central Processing Units (CPUs) of different kinds,
special media and other accelerators. Further, the plurality of
processing units 902 may be located on a single chip or over
multiple chips.

The algorithm comprising of instructions and codes
required for the implementation are stored in either the
memory unit 910 or the storage unit 912 or both. At the time
of execution, the instructions may be fetched from the corre-
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sponding memory unit 910 and/or storage unit 912, and
executed by the processing unit 902.

In embodiments including any hardware implementations
various networking devices or external /O devices may be
connected to the computing environment 900 to support the
implementation through the networking unit 914 and the [/O
unit 916.

The memory 908 stores a first list including identification
details of all MEs connected to a communication network to
which one DM server belongs, and stores a second list of
addresses of all other DM servers present in different com-
munication networks. The identification details of the MEs
may include at least one of IMEI and IMSI. The addresses of
the other DM servers may include at least one of an IP
address, a host name, and a URL.

The processing unit 902 broadcasts a query command on
an ME 700, which is not identified in the first list, to other DM
servers, based on the second list. When one of the other DM
servers identifies the ME 700, the processing unit 902 per-
forms at least one action on the ME 700 through the DM
server having identified the ME 700. Upon receiving a query
command (QUERY: IMEIx) broadcasted by a other DM
server, the processing unit 902 search for the ME 700 accord-
ing to the received query command in the first list. When the
ME 700 according to the received query command is identi-
fied in the first list, the processing unit 902 informs the other
DM server having broadcasted the query command of the
identification of the ME 700. The processing unit 902 per-
forms at least one action on the ME 700 according to a
command received from the DM server having broadcasted
the query command. The at least one action includes at least
one of data recovery in the ME 700 and locking in the ME
700.

FIG. 10 illustrates a computing environment 1000 of the
ME, according to embodiments disclosed herein. The com-
puting environment 1000 illustrates one exemplary embodi-
ment of the ME 700. As depicted the computing environment
1000 comprises at least one processing unit 1002 that is
equipped with a control unit 1004 and an Arithmetic Logic
Unit (ALU) 1006, 2 memory 1008 that is equipped with a
memory unit 1010 and a storage unit 1012, plurality of net-
working units 1014, and a plurality Input output (I/O) units
1016. The processing unit 1002 is responsible for processing
the instructions of the algorithm. The processing unit 1002
receives commands from the control unit 1004 in order to
perform processing. Further, any logical and arithmetic
operations involved in the execution of the instructions are
computed with the help of the ALU 906.

The overall computing environment 1000 can be com-
posed of multiple homogeneous and/or heterogeneous cores,
multiple Central Processing Units (CPUs) of different kinds,
special media and other accelerators. Further, the plurality of
processing units 1002 may be located on a single chip or over
multiple chips.

The algorithm comprising of instructions and codes
required for the implementation are stored in either the
memory unit 1010 or the storage unit 1012 or both. At the time
of execution, the instructions may be fetched from the corre-
sponding memory unit 1010 and/or storage unit 1012, and
executed by the processing unit 1002.

In embodiments including any hardware implementations
various networking devices or external /O devices may be
connected to the computing environment 1000 to support the
implementation through the networking unit 1014 and the [/O
unit 016.

Upon receiving data recovery commands from the DM
server, the processing unit 1002 invokes the DRMO 603 to
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process the data recovery commands one by one, invokes the
upload agent 604 to retrieve data from the memory 1010, and
transfers the retrieved data to the DM server. In an embodi-
ment of the disclosure, the upload agent 604 may retrieve data
from at least one of a local storage or an external storage of the
ME. Upon receiving a locking command from the DM server,
the processing unit 1002 locks the ME 700.

The embodiments disclosed herein can be implemented
through at least one software program running on at least one
hardware device and performing network management func-
tions to control the elements. The elements shown in FIGS. 1,
6, 9 and 10 include blocks which can be at least one of a
hardware device, or a combination of hardware device and
software module.

The foregoing description of the specific embodiments will
so fully reveal the general nature of the embodiments herein
that others can, by applying current knowledge, readily
modify and/or adapt for various applications such specific
embodiments without departing from the generic concept,
and, therefore, such adaptations and modifications should and
are intended to be comprehended within the meaning and
range of equivalents of the disclosed embodiments. It is to be
understood that the phraseology or terminology employed
herein is for the purpose of description and not of limitation.
Therefore, while the embodiments herein have been
described in terms of preferred embodiments, those skilled in
the art will recognize that the embodiments herein can be
practiced with modification within the spirit and scope of the
embodiments as described herein.

Although the present disclosure has been described with an
exemplary embodiment, various changes and modifications
may be suggested to one skilled in the art. It is intended that
the present disclosure encompass such changes and modifi-
cations as fall within the scope of the appended claims.

What is claimed is:

1. A method for a Device Management (DM) server to
manage a device by using an Open Mobile Alliance (OMA)
Device Management (DM) protocol, the method comprising:

broadcasting a query command on a Mobile Equipment

(ME), which is not identified in a first list including
identification details of at least one ME connected to a
communication network where the DM server is
included, to at least one other DM server present in at
least one other communication network, based on a sec-
ond list of addresses of the at least one other DM server;
and

performing at least one action on the identified ME through

the other DM server having identified the ME, when one
of the at least one other DM server identifies the ME.
2. The method as claimed in claim 1, wherein the identifi-
cation details of the at least one ME comprises at least one of
an International Mobile Equipment Identity (IMEI) and an
International Mobile Subscriber Identity (IMSI).
3. The method as claimed in claim 1, wherein the addresses
of'the at least one other DM server comprises at least one of
an LP (Internet Protocol) address, a host name, and a Uniform
Resource Locator (URL).
4. The method as claimed in claim 1, further comprising:
searching for the ME according to the received query com-
mand in the first list upon receiving the query command
broadcasted by the at least one other DM server;

informing the at least one other DM server having broad-
casted the query command of identification of the ME,
when the ME according to the received query command
is identified; and
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performing at least one action on the identified the ME
according to a command received from the at least one
other DM server having broadcasted the query com-
mand.

5. The method as claimed in claim 4, wherein the at least
one action comprises at least one of data recovery in the ME
and locking in the ME.

6. The method as claimed in claim 1, wherein the least one
action comprises at least one of data recovery in the ME and
locking in the ME.

7. The method as claimed in claim 6, further comprising
sending a data recovery command to the other DM server
having identified the ME so that the other DM server having
identified the ME performs the data recovery in the ME.

8. The method as claimed in claim 6, further comprising
sending a locking command to the other DM server having
identified the ME so that the other DM server having identi-
fied the ME performs the locking in the ME.

9. A Device management (DM) server for managing a
device by using an Open Mobile Alliance (OMA) Device
management (DM) protocol, the DM server comprising:

a memory configured to store a first list including identifi-
cation details of at least one ME (Mobile Equipment)
connected to a communication network where the DM
server is included, and store a second list of addresses of
the at least one other DM server present in at least one
other communication network; and

a processing unit configured to broadcast a query com-
mand on an ME, which is not identified in the first list, to
the at least one other DM server, based on the second list,
and perform at least one action on the ME through the
other DM server having identified the ME, when one of
the at least one other DM server identifies the ME.

10. The DM server as claimed in claim 9, wherein the
identification details of the at least of ME comprise at least
one of an International Mobile Equipment Identity (IMEI)
and an International Mobile Subscriber Identity (IMSI).

11. The DM server as claimed in claim 9, wherein the
addresses of that at least one other DM server comprise at
least one of an Internet Protocol (IP) address, ahost name, and
a Uniform Resource Locator (URL).

12. The DM server as claimed in claim 9, wherein the
processing unit is configured to:

search for the ME according to the received query com-
mand in the first list upon receiving the query command
broadcasted by the at least one other DM server,

inform the at least one other DM server having broadcasted
the query command of identification of the ME accord-
ing to the received query command when the ME is
identified in the first list, and

perform at least one action on the identified the ME accord-
ing to a command received from the at least one other
DM server having broadcasted the query command.

13. The DM server as claimed in claim 12, wherein the at
least one action comprises at least one of data recovery of the
ME and locking of the ME.

14. The DM server as claimed in claim 9, wherein the at
least one action comprises at least one of data recovery of the
ME and locking of the ME.
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15. The DM server as claimed in claim 14, wherein the
processing unit configured to send a data recovery command
to the at least one other DM server having identified the ME
so that the other DM server having identified the ME per-
forms the data recovery in the ME.
16. The DM server as claimed in claim 14, wherein the
processing unit configured to send a lock command to the at
least one other DM server having identified the ME so that the
other DM server having identified the ME performs locking
in the ME.
17. A system for managing a device by using an Open
Mobile Alliance (OMA) Device Management (DM) proto-
col, the system comprising:
at least one DM server that is included in one communica-
tion network and connected to at least one other DM
server present in at least one other communication net-
work, the at least one DM server configured to identify a
first list including identification details of at least one
Mobile Equipment (ME) connected to the communica-
tion network; identify a second list of addresses of the at
least one other DM server; broadcast a query command
on an ME, which is not identified in the first list, to the at
least one other DM server, based on the second list; and
perform at least one action on the ME through the other
DM server having identified the ME, when one of the at
least one other DM server identifies the ME.
18. The system as claimed in claim 17, wherein the DM
server configured to:
search for an ME according to the received query com-
mand in the first list upon receiving a query command
broadcasted by the at least one other DM server,

inform the at least one other DM server of identification of
the ME according to the received query command when
the ME is identified in the first list, and

perform at least on action on the identified ME according to

a command received from the at least one other DM
server having broadcasted the query command.
19. A Mobile Equipment (ME) in a communication net-
work, the ME comprising:
a memory configured to store data; and
a processing unit configured to invoke a data recovery
management object (DRMO) upon receiving data
recovery commands from a DM server; process the com-
mands sequentially; and invoke an upload agent to
retrieve data and to transfers the data to the DM server,

wherein when the ME is not identified in a first list includ-
ing identification details of at least one ME connected to
a communication network where the DM server is
included, the DM server is configured to broadcast a
query command on the ME to at least one other DM
server present in at least one other communication net-
work based on a second list of addresses of the at least
one other DM server.

20. The ME as claimed in claim 19, wherein the upload
agent is configured to retrieve the data from at least one of a
local storage and an external storage of the ME.
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